Microplanning

Albert Gatt
Institute of Linguistics, University of Malta

http://staff.um.edu.mt/albert.gatt/
albert.gatt@um.edu.mt




The “consensus” architecture

Communicative goal

l

Document Planner

l

document plan

I
v

Microplanner

I

text specification

Surface Realiser

|—' text

Focus today:
* Document plan includes the messages/
— events to mention.
* Microplanner has to flesh out the “linguistic”

content of those messages/events.
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What happens in microplanning?

* Lexicalisation: choosing words (but not only)
e+ Referring expressions (descriptions, pronouns)

* Aggregation




Preview

1. Intro case study: BT-Nurse micro-example
2. Lexicalisation
3. Aggregation

4. Referring expression generation
— Determining form: Using context and salience
— Classic algorithms for definite descriptions



Case study: BabyTalk (BT-Nurse)
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A micro example

Input data: unstructured raw
numeric signal from patient’s heart
rate monitor (ECG)

There were 3 successive
ggadycardias down to



HR

A micro example: pre-NLG steps

300.0

g

SEQUENCE (BRADYCARDIA)

ERADY CARDIA (16:58:46) Imp:

BRADYCARDIA (17:01:15) lmp
BRADYCARDIA (17:023:57) lmp
BRADYCARDIA (17:04:30) Imp
BRADYCARDIA (17:05:01) lmp
BRADYCARDIA (17:06:03) lmp

31.64

:79.80
:80.21
3997
:34.60
:B6.24

—

)\

(1) Signal Analysis (pre-NLG)

e |dentify interesting patterns in the
data.

e Remove noise.

(2) Data interpretation (pre-NLG)
e Estimate the importance of events
e Perform linking & abstraction



A micro example: Document planning

300.0
HR

0.0

(1) Signal Analysis (pre-NLG)
e |dentify interesting patterns in the

— data.

e Remove noise.

d -
T . .
SEQUENCE (BRADYCARDIA) (2) Data interpretation (pre-NLG)
BRADYCARDIA (16:58:46) Imp: 31.64 e Estimate the importance of events
BERADYCARDIA (17:01:15) 1 - ¥9.80 ; ; ;
BRADY CARDIA E1 ?;03;5?3 Imp: 8021 e Perform linking & abstraction
ERADYCARDIA (17:04:20) lmp: 39.97
ERADYCARDIA (17:02:01) Imp: 34 .60
ERADYCARDIA (17:06:03) Imp: B6.24 _
| I (3) Document planning
— e Select content based on
TSEQUENCE Importance
includes includes e Structure document using rhetorical
includes > re|atIOnS

BRADYCARDIA BRADYCARDIA BRADYCARDIA
(17:01:15) (17:03:57) (17:06:03)

e Communicative goals (here: assert
something)




A micro example

)\ (4) Microplanning

[ Event ' Map events to semantic representation
TYPE  existential . I(;exica_lisEIiQ bradycardia vs sudden
PRED - be Cares t Itipl ges (3

« aggregate multiple messa
TENSE  past > bradycardias = one sequence)
ARGS THEME br,,  decide on how to refer (bradycardia
VALUE 69 vs it)
» choose sentence form (there
. Were.._.) |
| I * Referring expressions
s N
/\ (5) Realisation
PRO VP (tpast) e map semantic representations to

> syntactic structures

NP (+pl) PP e apply word formation rules
there Y /\
) /\

three successive down to 69
bradycardias /




Part 1

LEXICALISATION



Choosing words

* |n many cases, done in a rule-based fashion.

TSEQUENCE
BRADYCARDIA ) BRADYCARDIA BRADYCARDIA
(17:01:15) (17:03:57) (17:06:03)

Lexical rule base

\ words




Choosing words

e Actually, it’s very rarely just about individual
words.

— “world” = language
* Not a straightforward mapping

TSEQUENCE

BRADYCARDIA ) BRADYCARDIA BRADYCARDIA
(17:01:15) (17:03:57) (17:06:03)

* |s this a thing (to be expressed as a NP)?
* [sthis an event?




Choosing words

* |n many cases, done in a rule-based fashion.

TSEQUENCE

includes

BRADYCARDIA ) BRADYCARDIA BRADYCARDIA

(17:01:15) (17:03:57) (17:06:03)
If X is-a bradycardia, then: [Event
: TYPE existential
Lexical rule base Choose verb: be
e Verbnet PRED  be
—=  Make X the theme TENSE

* Framenet ’ past

Make X’s max the value
* Wordnet ARGS THEME br,,

_ Construction: existential VALUE 69




Just words or also syntax?

TSEQUENCE

BRADYCARDIA BRADYCARDIA BRADYCARDIA
(17:01:15) (17:03:57) (17:06:03)

* Here, we just have an ontology instance,
which specifies that there was a particular
event, at a certain time.

* Choice of verb makes a difference to
argument structure and to syntax.
— There was a bradycardia down to 69.
— The bradycardia went down to 69.




Just words or also “focus”?

* Word choice has consequences for how parts of a
concept are “packaged”.

— The event, the manner, the time...

— HR rose to YYY over the next 5 minutes.
* Verb describes direction of “motion”.
 Time is lexicalised as a PP.

— HR shot up to YYY over the next five minutes.
* Verb describes manner and direction.
* Time still lexicalised as a PP.

— HR reached YYY over the next five minutes.

* Verb incorporates time.
e Direction is left implicit.




Genre conventions

e Lexicalisation also depends on conventional
ways of describing things.

KB Instance: KB Instance:
cMv cMv
02 =23 02 =21

 Medics always say: X is on CMV
— ...In 23% oxygen
—...In air



User/audience modelling

* Who are we generating for?
— E.g. expert/non-expert
— E.g. parent/guardian

 Example (Mahamood and Reiter 2011):
— the baby was put on HFOV

— your child was put on a High Frequency Oxygen
Ventilator (HFOV) to aid her breathing.




User/audience modelling

e Janarthanam and Lemon (2014):
— Dialogue system: instructions to user
— Please plug in the broadband cable
— Please plug in the thin white cable with grey ends

* Approach based on Reinforcement Learning:

— Corpus of dialogues, annotated with success
measures.

— Learning: policy to maximise success, depending
on user expertise.



Stylistic variation

e Lexical and syntactic choice to convey:
— Degrees of formality (e.g. Paiva & Evans '05)
— Personality (e.g. Mairesse & Walker ‘11)
— Affect (e.g. Mahamood & Reiter ‘11)

* Mahamood & Reiter:
— Aim: minimise stressfulness for guardians of sick patients.

— Method:

* compute a predicted stress level for a message
* High stress = select mitigating expressions

Since last week, his inspired Oxygen (FiO2) was lowered from
56% to 21% (which is the same as normal air). This is a positive
development for your child.



So what are the choices?

* Paradigmatic choices:

— Given an input concept or conceptual structure,
choose from among a potentially wide range of
possible words for (parts of) the input.

* Syntagmatic choices:

— Choices will have structural consequences for how
the input is mapped to a syntactic structure, and
eventually to a linearised string.



Syntagmatic & paradigmatic choices

Syntagmatlc There be THEME to VALUE
choice: verb There was a bradycardia
frame

THEME occur reaching VALUE]
There was a bradycardia

/ Considerations:

Paradigmatic Conventions

hoice: verb be occur - Style, affect

cnoice: ver - Focus/foregrounding
I“pUt' ERADY CARDIA

(17:01:15)



Words or syntax? Elhadad & McKeown
(1997)

i - C cat set T
. narne assignt _set1
assignments 1] | cardinality 6
genericelt cat  assignment ]
semr i i
class (2] fz‘;ztme Ziass
name  class_assignt
relationl ares class 2]
i i 8 assignt  [1] J .

* Input semantics
— Domain: University education
— A feature structure specifying the number of assignments due in
a given class.
* Lexicaliser performs a search in a library of structures,
finding the one that can be unified with the input.



Words or syntax? Elhadad and
McKeown (1997)

% Clause complements
- % Pointer to the semr subconstituent

semr (1]

% Linguistic features from the lexicon

cat proper
| lex “Al'"

e m

possessor (4]

participants cat np
cat  noun
head [ lex  “assignment”’ ]
possessed  [5] definite

no
number plural
ref _number plural
quantitative  yes
exact yes
| cardinal [ value 6 l

e Part of the output:
— Syntactic specification
— Word choice




Words or syntax? Statistical

Events: skyCover temperature, windDir, windSpeed,
Fields: | percent=0-25 time=6am-9pm min="9 max=21 mode=5 mean=20
Text: cloudy , with || temperatures between || 10 20 degrees . || south wind around 20 mph .
° [} ° — l( ° ”
* Lexicalisation = “alignment” between data and

word sequences.
— Liang et al (2009); Konstas & Lapata (2013)

— DB consisting of records (r), with field-values (f, v)
and a type (t)

— Alignment: i, £.1)= | [pOw; 1r.1, )

[wl




Lexicalisation: Interim summary

* Trivial case:
— One piece of input = one word

* Non-trivial (most frequent) case:
— One piece of input = several lexical choices

— Choice has consequences for:
* Syntactic structure
* Foregrounding/emphasis
 Style, affect



Part 2

AGGREGATION



Why aggregate?

* Aggregation makes text more consise, fluid,
readable (Dalianis 1999; Cheng 2000)

TSEQUENCE

BRADYCARDIA BRADYCARDIA BRADYCARDIA
(17:01:15) (17:03:57) (17:06:03)

* Three events, all of the same kind.
— There was a bradycardia at 17:01 down to ...
— There was a bradycardia at 17:03 down to...
— There was a bradycardia at 17:06 down to...




Where does it happen?

“Semantic” aggregation
* Merge based on semantic information.
* Can be done at microplanning level.

Syntactic aggregation

* Realise messages.

* Merge based on phrase structure.
* See, e.g. Harbusch & Kempen 2009



Semantic aggregation in BabyTalk

* Aggregation rules fire every time a new event
is added to the DM.

* Rules are sensitive to event type, discourse
relation, ...
— E.g. are two events in a causal relation?
— Are two events of the same type and close
together in time?

* |f preconditions satisfied, merge semantic
structures.



Example 1

Aggregation rule:

TSEQUENCE
If e IS-A BRADYCARDIA then: includes L~ ncludes
* check if another bradycardia is in DM
* iftheyareina TSEQUENCE then: ?ﬁ’?‘gﬁ%&jRD'A ﬁ?ﬁ%;?’?RD'A ?Fﬁfg&;ﬁ'{m
* Merge THEME args
« Choose lowest VALUE bro, bro, brys

* (Merge start/end times)

[ Event - [ Event [Event

TYPE  existential TYPE  existential TYPE  existential

PRED be PRED be PRED be

TENSE past + TENSE past # TENSE past

ARGS | THEME br, ] ArGs | THEME by, ] ArRGs | THEME {br, .br;,}
VALUE 70 VALUE 69 VALUE 69




Some other examples

 Merging related trends into one “complex”
event:

— At around 23:30, urine output rate rose [...] and
had dropped by around 05:15.

 Merging causally connected events:
— The baby was intubated and was put on CMV.

— Note: causality is left implicit.



Challenges in aggregation

e Control:

— How many events to merge? At what point does
aggregation become “too much”?
e Use “sensible” thresholds?
* Probably quite domain-dependent.
— Under what conditions should aggregation be
performed?
* E.g. merge events which are very far apart?

* Explicit/implicit connectives:
— Which relations should be made explicit?

e XcausedY..vs XandY
* Some relations can easily be inferred.



Is aggregation always useful?

* The typical answer is:

— Yes, aggregation makes text more readable, less
repetitive. (e.g. Reape & Mellish 1999)

* De Rosis & Grasso (2000; cf. Walker 1997):

* How difficult is the topic for the reader?
 How stressful will it be?
* How deserving is it of emphasis?

— Aggregation can be used for strategic purposes:
* Aggregate negative messages.
* Emphasise positive messages.



Using aggregation strategically

Output 1

However, | must inform you that
this drug may cause some side
effects. The first one is nausea; it
is serious, it occurs infrequently,
in a strong form, in sensitive
patients. The second one is
headache; it is serious, it occurs
infrequently, in a strong form, in
sensitive patients. The third one
IS Insomnia; it is not serious, it
occurs frequently, in a strong
form, in sensitive patients.

Output 2 (after plan revision)

However, | must inform you that
this drug may cause some side ef-
fects. A first group of them
includes nausea [...] and
headache [...]; these side effects
are both serious. Then, you may
have insomnia: it is not serious
but can be frequent; however,
once again | would like to reas-
sure you that it occurs only in
particularly sensitive patients. All
these side effects can occur in a
strong form.

De Rosis and Grasso (2000)



Doing it statistically: Walker et al 2002

You are leaving from Newark.
You are leaving at 5.

You are leaving from Newark.
You are going to Dallas.

‘ You are leaving from Newark at 5.
MERGE

‘ You are leaving from Newark and
going to Dallas.

CONJUNCTION

* Finite set of merge/aggregation rules, operating on sentence plans.
* Train a boosting algorithm:
— Sample of sentence plans, annotated with pragmatic and syntactic

information.

— Ratings by human judges: in the context of the dialogue, is this a good

sentence?
e @Generation:

— Given a text plan, generate several sentence plans.
— Boosting function ranks them (what is the predicted human

preference?)

— Qutput the best result.



Doing it statistically: Barzilay & Lapata 2006

Passing
PLAYER CP/AT YDS AVG TD INT
Cundiff 22/37 237 6.4 | |
Carter 23/47 237 50 | 4

* Aggregation as supervised partitioning:
— Aggregate DB entries depending on how similar
they are.
— Input: DB entries chosen by the content planner.

— QOutput: a partition of the set, s.t. every element
of the input occurs in exactly one subset.

* |f 2 entries are in a subset, then they are to be
aggregated.



Doing it statistically: Barzilay & Lapata 2006

Passing
PLAYER CP/AT YDS AVG TD INT
Cundiff 22/37 237 6.4 | 1
Carter 23/47 237 50 | 4

* Binary classification?
— For any 2 entries, classify as aggregate or not.

— Could do, but can’t really deal with global constraints:
* Don’t aggregate more than 3 times in total...
* If you aggregate A and B, you need to aggregate C as well...

* Global optimisation:

— Use pairwise classifier to compute probability of
aggregation for pairs, based on similarity.
— Find a global partitioning which:
* Maximises the sum of pairwise scores
* Respects the constraints



Aggregation: Interim Summary

Probably, highly domain-dependent.
Rule-based approaches (e.g. BabyTalk) perform
quite well, but very labour-intensive.

— Advantage: full control.

Data-driven approaches seem to do well, but on
quite restricted (structured) domains (DB input).

Open question:
— When is aggregation appropriate?
— How much aggregation is appropriate?



Part 3

REFERRING EXPRESSIONS



What is a referring expression?

Any expression which serves to identify any
thing, process, event, action, or any other kind
of individual or particular | shall call a referring
expression. Referring expressions point to
particular things; they answer the questions
Who?, What?, Which?

(John Searle (1969). Speech Acts: An Essay in
the Philosophy of Language. Cambridge: CUP)



What is a referring expression?

* Typically, a noun phrase.

 Two important choices:
— What form should the RE take?
— What content should be chosen for the RE?



Zooming in

Communicative goal

l

Document Planner

Discourse model

l

 Record of entities

document plan
| P mentioned so far
v
Microplanner — +
l » Syntactic (or thematic?)
role of entities.
text specification

Surface Realiser

|—' text




Determining form

e We need some framework to account for the
salience of discourse entities, e.g.:

— Centering Theory (Grosz et al 1995)

 Salience primarily determined by syntactic role (Subject
> Object > Other)

* Aim is to maintain transitions between messages as
smoothly as possible.

— Accessibility Theory (Ariel 2001)

 Different types of NPs signal to the hearer the degree
to which the entity in question is accessible.

e NB: Some of these frameworks assume that
syntactic info is available!



Two strategies

Discourse Model

The patient was put on HFOV. Next message:
The percentage 02 is 21%. The patient/She was intubated.

Strategy 1 (easy):

* Has the entity been mentioned in the previous sentence?
— If yes, use pronoun
— If not, use definite description.

e Cf. Dale, 1992



Two strategies

Discourse Model

The patient was put on HFOV.

The percentage 02 is 21%. Next message:
The patient/She was intubated.

Strategy 2 (more elaborate)

 Compute the salience of the entity
— Grammatical role? Information structure? Recency?
— Salience is dynamic. Function must decay!

* If the entity is the most salient of its type, use a pronoun.
* Else, use a (possibly reduced) definite description.

e Cf. Krahmer & Theune 2001; McCoy & Strube 1999; Callaway
& Lester 2002, ...



Open questions

 Computing salience requires syntactic information in
some frameworks.

— Is the microplanning/realisation distinction tenable?

* Use of pronouns has an impact on discourse
coherence, e.g. in Centering Theory.

— Sometimes, a pronoun can cause a sudden “shift” in the
thread of discourse.

— Is microplanning really separate from document planning?

— Kibble & Power 2004: plan text to maximise coherence
and ease of pronoun resolution for the reader.



Selecting content for definite
descriptions

[ Event

TYPE  existential
PRED be
TENSE past

THEME @
69

ARGS

-

We need to decide what to say about Things we might kn.ow about bro1:
this “entity”. * type (= bradycardia)
Not the only bradycardia in the KB. * time of occurrence
Not everything we know about it may * minimum value
be relevant. * maximum value

\_ J ..

47




Another example: visual domain

Our KB

E

E4 E3

R
¥

Our message

Suppose our document
planner has included this
message:

— bottom-right(E3)

We want to say something
like:
— “E3isin the bottom right”

But our user doesn’t know
what E3 is.

We need to describe it.



REG is a search problem!

Given:

A KB with objects and
properties

A target referent

Find:

A combination of properties
that will distinguish the target
referent from its distractors

-
F

The KB as we see it Problem definition




How would you distinguish the object
in the red box?

Overspecified:

the red chair facing back
m the large red chair

Underspecified:

the chair
the red chair

Minimally specified:
the large chair
the chair facing back

KB + referent Distinguishing description




Defining adequacy 1: Gricean

Gricean Maxim of Quantity (Grice 1975): Say
no more than you must

* Produce the briefest possible description

* (l.e. search through all possible descriptions in
order of increasing length, until you find one
that is distinguishing.)

* Problems:

— Inefficient
— Not necessarily “humanlike”

51



An incremental framework

Input: KB + target referent
1. Start by initialising an empty description D

2. while D does not distinguish the referent do:
1. P < next property of the target referent to consider
2. if the property excludes some distractors, then:
remove the distractors
add property to D

3. return the description



The important question

* Our “general” framework said: pull out the
next property of the target.
— How do we determine which one?

— This is where, in our “general” algorithm, we need
to factor in our definition of adequacy.

e Our strategy should:
— Maximise the likelihood that we end up with a
“good” description.

— Depending on how we define “good”, we might
want to define how the next property to consider
is identified.



Back to Grice

* Suppose we stick to the idea that “short is
good”.
— Generating a minimal description is intractable.

— BUT we can try to approximate this in our
incremental framework.

* Greedy algorithm (Dale 1989):

— Pull out the next property that removes the
highest number of distractors.



The Greedy Algorithm

tion

Chair  Black  Large  Front . Start by |n|t|aI|S|ng an empty
description D

E2 Chair Red Small Front
2. while D does not distinguish the

_ referent do
3 Chair  Red Large  Back 1. Get the most discriminatory

property of the target.

2. if the property excludes some
distractors, then:

remove the distractors

add property to D
The KB
3. return the description

E4 Sofa Green large right




The psycholinguistic evidence

* People seem to overspecify (contra Grice?).

e Speech production is incremental.

— We don’t compare all possible descriptions and
choose the “best “ (most Gricean) one.

— We construct the description piece by piece,
adding properties as we go along.

— Not all properties are equal

* Some properties seem to be used even when not
required.

— Can we do something similar computationally?



The Incremental Algorithm
* Algorithm proposed by Dale and Reiter (1995).

 Models REG as a search problem where:

— A description is built piece by piece.
— Some properties are given priority (they are tried first).

 The core element is a preference order which
determines which properties will be tried out first.
— E.g. TYPE > COLOUR > ORIENTATION > SIZE



The Incremental Algorithm

type orlenta Input: KB + target referent
Input 2: preference order

Chair Black Large Front

Start by initialising an empty
description D

E2 Chair Red Small Front
2. while D does not distinguish the

referent do
<Chair Red LargeE 1. Find the next attribute on the
preference order

2. Get the property for the target

E4 Sofa Green large right 3. if the property excludes some
distractors, then:

remove the distractors
add property to D

3. return the description




The Incremental Algorithm: example

type > colour > orientation > size
Chair Black Large Front

e D&}
E2 Chair Red Small Front
Qair Red La rgeE
E4 Sofa Green large right

The KB



The Incremental Algorithm: example

Chair  Black Large  Front type > colour > orientation > size

 Next property: Chair

E2 Chair Red Small Front

e Excludes E4

Qair Red LargeE ¢ D é {Chalr}

4 Sofa Green iarge"Tigin™

The KB



The Incremental Algorithm' example

e rarge type > colour > orientation > size

* Next property: Red
 Excludes E1

Qair Red LargeE e D<€ {Chair, REd}

T4 Sofa Green—iarge FgiTt

E2 Chair Red Small Front

The KB



The Incremental Algorithm: example

type orienta
tion

F1 Chair Rlaclk |a:ge Front

Qair Red La rgeE °

EdoSofge——Green—1arge"""TigI

The KB

Preference order:

type > colour > orientation > size
Next property: Back

Excludes E2
D €& {Chair, Red, Back}



The Incremental Algorithm: example

type orienta
tion

F1 Chair Rlaclk I arge Front

[ J
Qair Red La rgeE

EdSofgeGreen—targe""TigIl

The KB

The outcome is the
description {chair, red, back}

Could be realised as “the red
chair facing backwards”

Observe that this description
is overspecified:
We didn’t really need COLOUR

at alll ORIENTATION alone
would have done the trick.

Overspecification is an
automatic consequence of the
algorithm.



Summary on referring expressions

* Form:
— Many competing frameworks to determine salience.
— No single, agreed perspective in NLG.

— Depending on framework, may turn out not to be a “pure”
microplanning problem.

e Content:

— REG has become a topic of research in its own right.

— Several developments on the “classic” algorithms (see van
Deemter & Krahmer, 2012)

— An area in which psycholinguistic and computational work
often inform each other!

* More on this with Kees van Deemter on Friday morning.



Summary on microplanning

* Important open questions:

— How separable is it from other NLG tasks?
» Realisation (aggregation, lexicalisation)
e Text planning (coherence, referential form)

* Current trend:
— Data-driven approaches
— Reliance on data-text alignment

— Blurring of the boundaries between microplanning
and other modules.
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